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E. INVESTIGATION IMPLEMENTATION 
 
OCAM's innovative science investigation re-
quires an equally strong implementation plan  
optimized for SOFIA.  The approach outlined 
here is based on proven laboratory work 
combined with the technological and mana-
gerial heritage of both ground-based and bal-
loon-borne programs.  While characterized as 
a Technology Demonstration proposal, this 
implementation goes much further; it pro-
vides an extensible platform of a closed-cycle 
cryostat, power systems, modular IF proces-
sors, digital spectrometers, command/control 
systems, and data management that all can be 
readily extended to a larger focal plane array 
with only incremental changes.  OCAM 
and/or its focal plane upgrade could poten-
tially serve as an exciting future facility in-
strument for SOFIA.  

 
E-1 Mission Design  
 
OCAM's natural flow of requirements from 
science goals to instrument implementation 
(Science Foldout) allows for the design of a 3-
flight design reference mission that addresses 
conclusively the science questions and goals 
of Section D.   To maximize the opportunity to 
schedule the instrument on SOFIA, the 
OCAM Science Team has selected a master 
list of astronomical targets (Table E-1.1) 
which provide the basis for the design refer-
ence mission.  While there are many suitable 
massive star forming regions along the Galac-
tic Plane and several nearby galaxies of spe-
cial interest for [OI] mapping, there is only 
one Galactic Center – whose observations are 
central to the scientific objectives of this pro-
ject.  Therefore, the desired 3-flight demon-
stration program is requested when the Galac-
tic Center is observable, from mid-April 
through September.   Using SOFIA flight 
planning tools, two sample missions spanning 
this observing window are shown in Tables E-
1.2 and E-1.3.  These missions are launched 

from SOFIA's home base in Palmdale, Cali-
fornia and maximize the flight duration using 
a stepped flight profile whose altitude in-
creases throughout the flight, from 37,000 to 
43,000 feet MSL as the onboard fuel load de-
creases.  Contiguous flight legs per source are 
typically 2-3 hours.  Coupling instrument sen-
sitivity with atmospheric transmission, the de-
livered mapping speeds would be >100 square 
arc-minutes per 3 hour flight leg to a sensitiv-
ity of 1.8x10-4 erg/s/cm2/sr.  While it is antici-
pated that a technology demonstration pro-
gram is best supported from Palmdale, the 
prospect of southern hemisphere SOFIA mis-
sions is advantageous for sources like the Ga-
lactic Center and could be explored for possi-
ble follow-on flights with OCAM.  
 

Object Science 
Goal # Type Month(s) 

M82 4 Starburst 
galaxy May 

NGC 4038/9 4 Merging 
galaxies Jan-July 

M83 4 Sc galaxy Jan-July 

VLA 1623 2 SFR Mar-Sept 

Galactic Center 3 Gal. nucleus April-Sept 

M16 1 SFR April-Sept 

M17 1 SFR April-Sept 

W43 1,2 SFR April-Sept 

W49 1,2 SNR April-Sept 

W51 1,2 SFR April-Oct 

NGC 7027 1 PN May-Sept 

Cepheus A 1,2 SFR June-Sept 

M31 4 Sb galaxy July-Sept 

M33 4 Sc galaxy July-Sept 

W3 1,2 SFR Aug-Sept 

M42 1,2 SFR Sept-Mar 

NGC 2023 1 EN Sept-Mar 
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Table E-1.1:  Master target sample for the OCAM 
science demonstration flights.  From the April to 
September time period, an outstanding sample of 
sources can be selected to span the 3 targeted 
flights.  Abbreviations:  SFR=star formation 
region, SNR=supernova remnant, EN=emission 
line nebula, PN=planetary nebula.  Science goals 
are defined in Section D-0.1. 
 

Time 

(UT 5/1) 

Altitude 

(kft) 

Source 

Name 

AZ range (deg)

EL range (deg)

03-07h 37 M82 
90-60 

45-50 

07-09h 40 NGC 4038/9 
225-270 

20-30 

09-10h 40 VLA 1623 
270 

30 

10-13h 42 Gal. Center 
240-290 

20-30 

Table E-1.1:  Sample flight plan for an OCAM 
flight in early May 
 
 

Time 

(UT 9/15) 

Altitude 

(kft) 

Source 

Name 

AZ range (deg)

EL range (deg)

02-05h 38 Gal. Center 
240-290 

20-30 

05-08h 39 M33 
150-170 

20-60 

08-09h 41 NGC 7027 
30 

45-60 

09-10h 43 Taurus 
140-180 

40-50 

10-13h 42 Orion (M42) 
180-225 

20-45 

Table E-1.2:  Sample flight plan for an OCAM 
flight in mid September. 
 
 
E-2 Instrument Requirements & Con-
straints  

 
E-2.1.1 Optical 
OCAM’s optics are simple, low-loss and de-
signed to provide a 6.2" full-width-half-
maximum (FWHM) beam size on the sky with 
a 44" x 44" field of view.  A full Gaussian 
beam analysis indicates the HEB mixing de-
vices can achieve efficient coupling to the 
f/19.5 SOFIA beams using a single, AR-
coated, Si elliptical lens. A 4x4 sky beam 
footprint is achieved by offsetting two, 2x4 
HEB mixer arrays in the focal plane via a po-
larizer (see Figures D-1.5, and Fold-Out 2, 
Figure 2.5). The secondary mirror chopping 
function may be utilized during observations 
with OCAM. The OCAM optical system will 
be compliant to the detailed telescope specifi-
cation described in SOF-SPE-KT-1000.0.03. 
 
E-2.1.2 Mechanical 
The OCAM mechanical interface to the 
SOFIA observatory has been chosen to be as 
simple as possible, leveraging the maximum 
amount of existing hardware and proven con-
figurations. The OCAM cryostat attaches di-
rectly to the SOFIA Instrument Mounting 
Flange (IMF) directly, forming the pressure 
bulkhead to the ambient atmosphere. All op-
tics, including calibration loads, are inside the 
cryostat vacuum vessel, so no additional me-
chanical interfaces are present within the IMF. 
The cryostat is relatively compact and light. 
As shown in the Instrument Foldout, Figures 
2.2 and 2.3, the OCAM cryostat fits easily 
within the dynamic SI envelope, with large 
clearance margin. The static and installation 
envelopes are similarly accommodating. All 
instrument electronics are housed in the 
Counter Weight Rack (CWR) mounted on the 
TA Counterweight Plate. OCAM electronics 
will fill approximately half the available space 
in the CWR, allowing for straightforward re-
configuration to meet center of gravity restric-
tions.  

The OCAM closed-cycle cryogenic system 
requires connection between the compressor 
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system, mounted at the PI rack locations. The 
compressed helium lines consist of two ½” 
braided stainless steel jacketed line, ~25m in 
length with an outer diameter of ~1”. These 
lines will be routed through the Cable Load 
Alleviator Device (CLAD) Right Hand Cable 
Bundle in the outer bundle, where sufficient 
space is available for the lines. These lines 
have Aeroquip self-sealing pressure couplings 
on each end. A bulkhead fitting will be 
mounted at the TA patch panel for connection 
to a shorter set of similar line supplying the 
cold head on the cryostat. No other custom 
installation is needed in the CLAD.  

 
Figure E-2.1:  The OCAM cryogenic compressor 
system. The water cooled compressor and 
stabilization gimbal are mounted on one PI pallet, 
with the water-air heat exchanger system on 
another.  

The cryogenic system requires a compres-
sor system to supply compressed helium gas 
to the cold head, and to dump waste heat from 
the return gas. OCAM will use a commercially 
available compressor from Cryomech Inc., 
modified and tested by Cryomech to meet 
airworthiness requirements. This compressor 
is water cooled, so it will be combined with a 
Cryomech supplied circulator pump and wa-
ter-air heat exchanger to dump the system 
waste heat (~8 kW) to the cabin air. The com-
pressor will be mounted on a powered tip-tilt 
stage with tilt sensors that will maintain the 
oil-sealed compressor at a level attitude +/-5º. 
A motor control system will be implemented 

in Labview to control this stage. The tip-tilt 
stage and other compressor mounting hard-
ware will be engineered by Universal Cryo-
genics and the University of Arizona, and fab-
ricated by Universal Cryogenics. The com-
pressor and tip-tilt stage will mount on a 
modified version of the PI equipment rack: a 
flat pallet interface to the existing L3 support 
pallet. This platform will be designed and 
qualified in consultation with NASA. A sec-
ond identical pallet will be used to mount the 
circulator pump and heat exchanger used to 
transfer heat from the compressor cooling 
fluid to the cabin air. A CAD model of the 
proposed configuration is shown in Figure E-
2.1 Table 2.0 shows the current best estimates 
for OCAM instrument mass and mass margin, 
organized by mounting location. The OCAM 
system has large mass margins for all mount-
ing locations.  
 
E-2.1.3 Pressure 
The OCAM pressure bulkhead is formed by 
the cryostat at the outer IMF location. No 
optical window will be used. This bulkhead 
will be formed by the cryostat front plate, in a 
manner similar to the current generation 
FORCAST instrument. The cryostat pressure 
vessel and bulkhead will be engineered using 
a combination of FEA tools and hydrostatic 
test verification to assure it meets necessary 
airworthiness requirements. Since there are no 
liquid cryogens in OCAM, the mechanical 
requirements for guard vacuum failure are 
greatly reduced. With the OCAM closed cycle 
sysem, even a catastrophic loss in guard 
vacuum will result in helium gas pressures no 
greater than that of the powered-off system at 
room temperature. The closed cycle cryogenic 
system (including the cold head, pressurized 
helium flex lines and compressor) will be 
engineered and tested by Cryomech Inc. to 
meet all necessary requirements documented 
in the SOFIA Science Instrument System 
Specification document for pressurized 
systems. Cryomech will modify their standard 
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systems as needed to meet all airworthiness 
requirements. 
 
E-2.1.4 Electrical 
The OCAM system has been designed to 
maximize simplicity when interfacing electri-
cally to the SOFIA observatory. OCAM uses a 
distributed computing model, with small, sin-
gle board computers each controlling OCAM 
subystems, connected via Ethernet. The 
backend spectrometer for OCAM is co-located 
with the instrument in the CWR, so no analog 
science signals are routed through observatory 
wiring. The hardware in the CWR will inter-
face with the TA patch panel only via 
115VAC power, chopper control, cold head 
drive and Ethernet. The cold head drive sig-
nals will use existing wiring in the PI patch 
panel (J75 - J79). 1000 BASE-FX to 1000 
BASE-T media converters will be used in the 
CWR and the PI instrument rack to convert to 
copper wire Ethernet for the SI instrument 
network. Timing will be obtained from the 
MCCS LAN via NTP for time synchronization 
of the OCAM computers. The compressor sys-
tem will interface to the PI Patch Panel via the 
20 kVA power system connectors. There is no 
ICD for this new power system, so the OCAM 
team will work with NASA to design this in-
terface.  
 
E-2.1.5 Power 
The OCAM power budget is dominated by the 
~10 kVA (CBE) of power necessary to oper-
ate the compressor, circulator pump and heat 
exchanger fan for the cryogenic system. This 
power will be provided by the new 20 kVA 
power system upgrade for the SOFIA observa-
tory. The compressor system can be operated 
from 220/230 VAC 3ph 60 Hz, 460 VAC 3ph 
60 Hz, 200/220 VAC 50 Hz or 380/420 VAC 
3ph 50 Hz power sources as standard, but cus-
tom configurations are possible to maintain 
compatibility with the new SOFIA power sys-
tem. 

Power for the rest of the instrument is 
modest. The current best estimate for power 
consumption of the remainder of the OCAM 
instrument is ~520W, provided by the existing 
2 kVA UPS power system. This results in al-
most a factor of 4 margin on power for that 
subsystem.  
 
E. 2.1.6 Software 
E-2.1.6.1 Mission Command and Control  
To interface the OCAM instrument to the 
SOFIA standard Mission Command and Con-
trol System (MCCS), the science instrument 
rack will contain a computer with a dedicated 
instrument command and control system 
(C&C).  The C&C computer will consist of a 
ruggedized Parvus single board computer, re-
dundant industrial SLC solid state disks from 
PSI, and a MESA 4I71S ethernet switch.  The  
systems are fault-tolerant, conduction cooled, 
and rated for operation over -40 C to +85 C.  
The solid state discs are redundant and the 
system is designed to boot off of the alternate 
disk whenever it boots without having been 
shutdown properly.  The software interface of 
the C&C computer to the MCCS will comply 
with the relevant interface control document 
(SOF-DA-ICD-SE03-052).  The science team 
has extensive experience producing software 
for C&C systems on long duration balloon 
missions and ground based telescopes and will 
lead the development of the needed software 
pursuant to the required interfaces.  Extensive 
testing will also be undertaken by members of 
the OCAM team using the Systems Integration 
Laboratory to ensure compliance with these 
interfaces well before the instrument is pre-
pared for its pre-ship review.  Similarly the 
OCAM team will prepare and provide func-
tional specifications and testing plans for all 
C&C software to confirm that any hazardous 
elements have hardware mitigations in place 
to protect from any possible software malfunc-
tion. 
 
E-2.1.6.2 Data Cycle System  
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The C&C computer will also interface with 
the SOFIA standard data cycle system (DCS) 
as per the relevant interface control document 
(SCI-US-ICD-SE03-2023).  While the DCS 
will be utilized to provide on-aircraft data ar-
chiving, for redundancy purposes the C&C 
will also be used to store raw and reduced 
data. 
 
E-2.1.6.3 Data Reduction Pipeline  
While not generally required for a technology 
demonstration proposal, the team believes it is 
best practice to conform to the standards re-
quired for data reduction pipelines for longer 
duration SOFIA instrument projects, as de-
tailed in the interface control documents and 
the general SOFIA data processing plan (SCI-
US-PLA-PM17-2010).  However, while the 
pipeline will be provided to the SMO for ar-
chival purposes, there is no expectation from 
the instrument team of any additional support, 
and the OCAM team will take full responsibil-
ity for all aspects of data reduction as is ex-
pected for a technology demonstration project. 
The OCAM supplied pipeline will build upon 
a pipeline developed by members of the sci-
ence team for automated on-board reduction 
of long duration balloon missions.  This pipe-
line begins by taking the raw numbers pro-
duced by the spectrometers and immediately 
formatting each spectrum as a FITS file 
tagged with housekeeping, position, and cali-
bration data stored directly with the spectrum 
in the form of FITS headers.  These raw FITS 
files are then stored and passed along to the 
calibration phase of the pipeline, which uses 
calibration load data and reference informa-
tion to produce a calibrated spectrum, which is 
similarly stored for future reference.  Finally 
calibrated spectra are re-gridded using an op-
timized On-the-Fly reduction scheme and col-
lectively stored as a single large data cube for 
a given target upon the completion on obser-
vations.  These data cubes represent the final 
product of the pipeline and can be formatted 

into figures for publication using a wide range 
of commonly available visualization tools. 
 
E-2.2 Ground Support Equipment 
OCAM will require a small suite of ground 
support equipment for testing and verification 
before flights. A second cryogenic compressor 
system will be purchased and installed in the 
PIF laboratory to allow ground testing of the 
instrument independent of the flight cryogenic 
compressor. This will be a standard Cryomech 
water cooled compressor functionally identical 
to the flight unit, but available off-the-shelf. A 
GSE equipment rack will hold all OCAM 
electronics normally mounted in the CWP 
rack. Duplicate cable harnesses and cryogenic 
flex lines will be constructed for testing.  

OCAM will use the Telescope Assembly 
Alignment Simulator (TAAS) to map the loca-
tion of the 16 beams relative to the telescope 
boresight. This will set focus and also provide 
the de-rotation parameters for reconstruction 
of pixel positions during OTF observations. 
The instrument IF processors will provide in-
tegrated total power measurement across the 
band, in addition to data from the spectrometer 
system. OCAM GSE software will use the 
chopper signal and the total power data from 
the IF system and spectrometers for lock-in 
detection during the beam mapping and focus 
measurements.  

Because the OCAM cryostat is very com-
pact and light relative to other SOFIA instru-
ments, the SI Handling Cart’s design is simpli-
fied. OCAM on the handling cart will meet 
dimensional and mass requirements for han-
dling operations with large margins. A simple 
4 wheel push-cart will be designed and con-
structed by Universal Cryogenics, the contrac-
tor for the EXES handling cart. Locking, large 
diameter wheels will be used to ensure low 
wheel pressure and ability to travel over rough 
surfaces. The cart will be designed to be fork-
lift and lift-gate compatible. The instrument 
will be raised and lowered on a scissor-jack 
mechanism. We will explore the use of high-
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load commercial laboratory lab jack mecha-
nisms for this purpose (i.e. the Newport Model 
281 300 lb. lab jack). If no commercial jack 
meets SOFIA requirements, we will engineer 
and construct our own jack to meet the 2” ver-
tical travel requirement. The instrument and 
jack will be mounted on the front of the han-
dling cart, with counterweights installed on 
the cart to ensure a safe center of gravity. This 
will allow simple and straightforward instru-
ment mounting to the TA flange, meeting all 
requirements described in SIC_AS_01.  

 
E-3 Airworthiness 
Airworthiness analysis and testing responsi-
bilities will be managed by the University of 
Arizona and carried out by the University of 
Arizona and contractors Universal Cryogenics 
and Cryomech Inc. Mechanical analysis will 
be performed on all critical OCAM compo-
nents to meet the requirements set forth in the 
SOFIA Science Instrument System Specifica-
tion document. All materials and fasteners will 
be procured to meet mechanical and traceabil-
ity requirements. The cryostat and electronics 
configuration is simple and is similar in layout 
to existing hardware (i.e. FORCAST). OCAM 
will use a new, closed cycle cryogenic system 
that requires the mounting of a compressor on 
a tip-tilt stage. The mechanical design of this 
system and its interface to the SOFIA aircraft 
via custom pallets mounted at the PI equip-
ment rack locations will be done by University 
of Arizona mechanical engineers and Univer-
sal Cryogenics. They will work with SOFIA 
observatory staff to ensure that the new pallet 
and compressor tip tilt stage meet all airwor-
thiness requirements.  

Pressure testing for the closed cycle cryo-
genic system will be carried out by Cryomech 
Inc. before delivery to the OCAM team. Cry-
omech believes that their systems will meet all 
pressure test requirements as-is, but will mod-
ify them as needed to meet requirements. The 
cryostat vacuum vessel and cryostat window 
will be designed by Universal Cryogenics us-

ing FEA tools, then tested via hydrostatic test-
ing.  

OCAM electrical systems will use aircraft 
approved wiring and connectors for all electri-
cal connections. COTS aircraft grade cabling 
will be used where possible, with custom-
fabricated cable harnesses implemented when 
no commercial product is available.  

The instrument handling cart will be de-
signed and constructed by Universal Cryogen-
ics, who is currently producing the EXES in-
strument handling cart. This handling system 
will be analyzed via FEA tools by Universal 
Cryogenics and the University of Arizona to 
assure it meets all observatory requirements.  

All airworthiness activities will be 
planned, overseen and verified by outside con-
sultant Frank Bouchard, who has extensive 
experience in airworthiness certification for 
industry, defense and scientific applications in 
the aerospace field. He will work with the 
University of Arizona, OCAM contractors and 
NASA to produce an airworthiness certifica-
tion plan for all components of the OCAM 
system. He will then work with the University 
of Arizona to ensure that the plan is executed 
and all testing and documentation imple-
mented to meet all observatory requirements.  
 
E-4  Integration, Testing and Observing 
Implementation 
 
The relative simplicity and independence of 
the electrical and mechanical interfaces de-
picted in Section E-2 streamlines the integra-
tion and testing process.  The unique tech-
nologies demonstrated in OCAM can there-
fore be quickly brought to fruition on SOFIA. 
 
E-4.1 Instrument Operations  
 
E-4.1.1  Integration and Testing 
 
Prior to shipment, a complete demonstration 
of the OCAM instrument will be performed in 
the PI's laboratory, in which all of the science 
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instrument interfaces will be completed and 
documented.  All of the SOFIA science in-
strument interfaces will be described in a se-
ries of Interface Control Documents (ICDs) 
prior to delivery.   The OCAM ICDs will in-
clude the following: 
 

 Global:  the overall OCAM instrument 
layout within the SOFIA observatory 
is described, including locations of in-
strument team members during flight 
operations, focal plane coordinate sys-
tems, and instrument grounding 
scheme. 

 Telescope: relate the details of all sci-
ence instrument cables to the telescope 
and aircraft patch panels, the OCAM 
mechanical interface to the instrument 
flange, and use of the telescope coun-
terweight instrument rack. (TA_SI_01 
– 05). 

 MCCS:  provide details of power sub-
systems for the OCAM cryocooler 
compressor, instrument power, cooling 
lines, UPS support, and general I/O 
such as networking, audio, video, and 
GPS.  It also includes documentation 
and verification of a functional soft-
ware observatory interface that can 
successfully exchange rudimentary 
commands with the observatory.   

 Aircraft:  relate the use of the simple 
instrument cart used to transport 
OCAM on board the aircraft, and on-
board use of vacuum equipment.  

 SSMOC:  document laboratory space, 
test equipment and cryogens to be used 
during the I&T process. 

 
After shipment, a few weeks would be poten-
tially allocated for the integration and test 
process at the SSMOC.  During this period: 
 

 OCAM would be installed on the TA 
and MCCS simulators to verify com-
pliance with SOFIA hardware and 

software interfaces.  All electrical con-
nections between OCAM and MCCS 
will be present and a simulation of ob-
serving procedures will be performed 
to test the observing strategy as faith-
fully as possible. 

 OCAM will use the Telescope Assem-
bly Alignment Simulator (TAAS) to 
map the location of the 16 beams rela-
tive to the telescope boresight using 
hot and/or cold loads. This will elimi-
nate the need for lengthy on-telescope 
boresight calibration.  

 After OCAM has been checked out on 
the TA simulators, it will be deployed 
onto the aircraft; first installed onto the 
instrument flange, then cryogenic 
hoses, cables, and compressors will be 
installed.  If the simulators are faithful, 
it is expected that the installation on 
the telescope should require little time 
(1-2 days or less) and in principle, 
none of it will require the aircraft to be 
outside of the hangar.   

 
E-4.1.2  Science Demonstration Flights 
The principal advantage of a focal plane array 
is wide-area mapping.   With the exception of 
initial pointing measurements on bright point-
ing sources such as planets, using the 2-
position chopping technique on SOFIA, 
OCAM will spend nearly all of its time ob-
serving in “On-The-Fly” (OTF) mapping 
mode, which corresponds to the “data taking, 
constant velocity  scan” mode on SOFIA.   
This mode uses the fixed stare mode of the 
chopper (TCM).  A typical observing session, 
after the MCS is calibrated and the telescope 
is initialized, would look like the following: 

1. Point and focus using 2-position TCM 
chopping 

2. Slew to science target, perform 2-
position nod wth TCM in stare mode 

3. Initiate a series of constant velocity 
scans while asychronously reading the 
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OCAM spectrometer and the SOFIA 
broadcast housekeeping 

All three of these observational modes have 
been validated using the GREAT instrument 
on SOFIA, and OCAM would be utilizing the 
same style of data flow.   
 
E-4.2 Data Rights & Archiving  
In addition to archiving the raw instrument 
data with the SOFIA Science Mission Opera-
tions Center (SMO), the OCAM team intends 
to exceed the expectations for a technology 
demonstration project by making the data re-
duction pipeline and reduced data products 
rapidly available to the public.  The pipeline 
and reduced products will be delivered to the 
SMO and the public scientific community as 
soon as calibration and data formatting is 
complete, waiving the one year proprietary 
period.  Even if calibration should take longer 
than anticipated, the data and pipeline will be 
released no later than one year following the 
flights, consistent with the standard one year 
restricted access period for the raw data itself. 
 
 
F- Management and Schedule 
 
 
 
 
 
 
 
 
F-1 Management approach.  
The University of Arizona (UA), under the 
leadership of Principal Investigator (PI) Dr. 
Christopher Walker, has the overall responsi-
bility for the performance, cost, and schedule 
of the OCAM Technology Demonstration In-
strument. PI Walker directs the activities of 
the OCAM Science Team. Program Manager 
(PM) Mr. Brian Duffy (UA) reports to PI 
Walker. PM Duffy manages all aspects of the 
engineering and flight systems, monitors the 

schedule and costs, and oversees the contract-
ing activities.  

PM Duffy is supported by the UA OCAM 
project office comprised of a Deputy Project 
manager (Mr. S.H. Bailey with more than 20 
years of spaceflight experience) and a Systems 
Engineering and Safety and Mission Assur-
ance lead.  Dr. Craig Kulesa leads the UA In-
strument engineering team. PM Duffy lead 
Mission Operations. The organizational roles 
and responsibilities are shown above. This 
management structure builds on the previous 
successful collaboration on the STO project.  
 
F-2 Development Plan.  
OCAM science and measurement require-
ments and the flow down of these require-
ments are articulated in the proposal. Prior to 
the Preliminary Design Review OCAM cre-
ates the formal requirements for subsystems 
and prepares the interface control document 
between the Instrument and the SOFIA Tele-
scope System culminating in a Systems Re-
quirement Review (SRR) and Experiment In-
terface Review (EIR). SRR and EIR establish 
the basis for the detailed Phase B plan. During 
Phase B the development of the Instrument 
proceeds with weekly coordination meetings 
and telecons and the exchange of technical 
data through preliminary design and PDR and 
detailed design and CDR. Long lead items for 
the Instrument will be released to procurement 
before CDR based on successful peer reviews 
and the consent of PI Walker and PM Duffy. 

Spares shall be procured, tested, and 
placed in bonded stores to avoid delays. The 
formal identification and justification of 
spares will be completed during Phase B.   
 

The management of the OCAM project 
builds on the successful UA Stratospheric 
TeraHertz Observatory (STO), the clear 
definition of mission objectives and re-
quirements, and the heritage and maturity 
of the technical implementation.  
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Figure F-1. OCAM Project Organization 
 

Instrument components are integrated at 
the UA prior to test, acceptance, and delivery 
to SOFIA integration in Palmdale, CA. SRON 
and ASU deliver detector components and the 
focal plane subassembly to the UA for integra-
tion with the local oscillators provided by 
MIT. Omnisys delivers the spectrometer. UA 
integrates and tests the Instrument to accep-
tance. UA provides pre-SOFIA integration 
support and OCAM integration onto SOFIA in 
Palmdale. UA supports three test flights of the 
OCAM Instrument on SOFIA.  

 
F-3 Systems engineering and safety and 
mission assurance (SMA).  
UA has project-level responsibility for sys-
tems engineering and safety and mission as-
surance, establishing project-level require-
ments and policies. The UA establishes subor-
dinate requirements flow-down, test plans and 
procedures, and SMA policies using the best 
practices of the organization.  
 
F-4 Risk management and risk mitigation. 
OCAM relies on early identification and track-
ing throughout the project to manage and 
minimize risks. Mitigation planning requires 
consideration of alternative actions, personnel 
assignments, cost estimates for the alterna-
tives, and a statement of work for the mitiga-
tion effort. OCAM incorporates a continuous 
process to research, accept, watch, and miti-
gate each risk. Mitigation plans are developed, 
implemented, and tracked as a function of risk 
priority and rating; they are required for all 
risks rated “significant” or higher. “Significant 
risks” are actively managed and, when re-
quired, reserves or margins are allocated at the 
discretion and approval of the OCAM PI to 
ensure HiSCI can complete the mitigation plan 
effort. The management and allocation of 
OCAM reserves requires continuously updat-
ing schedule and costs-to-date to project cost-
to-complete. These data combined with the 

 
 Rank Risk Concern Mitigation and Descopes Decision 

Point Impact 

 

1 
Local Oscillator (LO) 
output power at [CII] or 
[OI] initially not suffi-
cient to drive 16 pixels 

Use two separate LO 
units, each driving 8 pix-
els. 
 
Plan for an price a sec-
ond LO delivery with 10x 
the required power 
 

Phase C to 
release 
2nd LO 
delivery 

Impact: No cost impact, 
2nd delivery in proposed 
budget. 

 
2 Receiver sensitivity 

less than expected. 

Factor of two less than 
target sensitivity can be 
accommodated without 
impacting minimum sci-
ence mission. 

Phase C 
 

Reduces size of planned 
survey regions. No cost 
impact. 

Table F-1. OCAM risks have been identified, mitigated, and included in the development of 
the project schedule and cost reserves. The mitigation includes the descope strategy. 
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estimated cost of mitigating an identified risk 
will influence the mitigation strategy adopted. 
Risk factors rated “high” require new plans 
and processes, are actively managed, and, 
when required, are allocated reserves or mar-
gin.  Risk mitigation progress is carefully 
tracked and documented. Detailed mitigation 
plans developed for significant risk items are 
regularly monitored so that any expenditure of 
cost or schedule reserves results in lowered 
risk exposure levels. The results of mitigation 
activities are archieved. 

 
F-5 Acquisition strategy. UA, Instrument 
component providers (JPL, MIT, CalTech, and 
SRON), and science team members submitted 
a joint proposal for OCAM with the UA as the 
PI organization. On this basis UA authorizes 
direct-funding by NASA to Sandia Labs 
(MIT’s OCAM partner) and establishes con-
tracts with MIT, CalTech, SRON, and the sci-
ence team organizations. For direct-funded 
organizations UA prepares a formal statement 
of work including technical, schedule, and 
cost reporting consistent with the overall pro-
ject plan. All work is performed on a cost re-
imbursable  or cost plus basis with a cost cap 
consistent with the submitted budgets. UA re-
tains and controls the release of all reserves.  
For other procurements each lead organization 
uses their established processes and proce-
dures to solicit and award purchase orders or 
contracts consistent with their statement of 
work and UA-approved project plans.  
F-6 Schedule.  
The OCAM schedule is shown below. UA 
maintains the OCAM Integrated Master 
Schedule (IMS) using inputs and updates from 
team members.  
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F-7 Decision making process 
PI Walker is accountable to NASA for the 
success of the OCAM Technology Demon-
stration Instrument, and has full responsibility 
for its scientific integrity and mission execu-
tion within cost and schedule. Final decision 
authority for all matters impacting level one 
requirements and science, including descopes 
and reserves, rests with Dr. Walker. He dele-
gates day-to-day development and operational 
decision-making authority to PM Duffy.  All 
decisions affecting technical aspects of the 
OCAM imager are based on a fully integrated 
assessment of the science requirements, risk, 
performance, budget, schedule, and available 
reserves and margin. Final decisions will be 
comprehensive in nature, drawing informa-
tion, analysis, and recommendations from the 
Science Team, project system engineer and 
engineering leads. Decisions that impact cost, 
schedule, or requirements are addressed via 
the Change Control Board (CCB) process, 
which is led by Dr. Walker. 
 
F-7 Resource management strategies 
(schedule, cost, performance).  
UA, working with Instrument component pro-
viders (JPL, MIT, SRON, Omnisys), estab-
lishes a baseline schedule, cost, and perform-
ance (based on the requirements review) prior 
to PDR. The baseline is updated at PDR to 
incorporate the preliminary technical data 
package including all drawings. Changes to 
the baseline require submission of an engi-
neering change request supported by fully de-
veloped cost, schedule, and performance im-
pact. The PI is the decision authority for 
changes to the baseline.  

In addition to the formal change control 
process, UA conducts weekly telecoms or 
meetings with all participants to monitor pro-
gress and promote thorough and open com-
munication. Working groups will be estab-
lished for systems engineering, management, 
and specific design disciplines as required to 

facilitate complete face-to-face exchange of 
information.  

The schedule is tracked weekly based on 
the telecoms and/or meetings and updated 
monthly. Costs are updated monthly consistent 
with the financial cycles of UA. A Monthly 
Management Review (MMR) assesses pro-
gress, identifies problems, and provides a ba-
sis for informed decision making, especially 
as it pertains to cost and schedule margins. 
UA establishes a secure project electronic ex-
change and decision-making site used to con-
trol and document all decision making. All 
problem failure reports (PFRs), software trou-
ble reports (STRs), and engineering change 
requests (ECRs) are reported into this system 
which includes information and flow control 
rules. Submission of a PFR, STR, or ECR 
triggers automatic email notification for dis-
position and decision-making. Decision-
making requires archived electronic voting or 
direction. In addition, the system archives all 
documents associated with a report so that 
traceability is maintained to cost and schedule 
impact estimates, white papers, drawings, 
analysis, test results and all other information.  
 
F-8 Export control  
The UA develops a Technology Control Plan 
(TCP) during after award to ensure compli-
ance with US Export Control Laws. The TCP 
identifies the participating OCAM personnel, 
facilities, and technology the requirements for 
control of defense articles and services, if any, 
on the OCAM project. After award the UA 
Export Control Officer, together with the 
OCAM PI and PM establishes a OCAM Ex-
port Control Declaration to determine if any 
technology element falls under the US Muni-
tions List and is subject to Export Control re-
strictions. This Declaration serves as the basis 
for the submission of requests for Export Li-
censes or Technical Assistance Agreements, if 
any are required. Technology and articles that 
fall under the control of the Export Admini-
stration Regulations (EAR) are identified us-
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ing the Commerce Control List. See Appendix 
5 for the Draft International Participation Plan.  
 
F-9 Previous experience 
The Steward Observatory Radio Observatory 
(SORAL), under the direction of Professor 
Chris Walker, has developed state of the art 
instrumentation for millimeter and submilli-
meter wavelengths. Current projects include 
the 64-element SuperCam receiver for the 
Heinrich Hertz Telescope, receivers for the 
AST/RO telescope and the South Pole, and the 
Stratospheric Terahertz Observatory (STO), a 
long duration submillimeter balloon Instru-
ment. OCAM team members formed a central 
role in all of these prior projects. STO is the 
precursor mission to OCAM. The first engi-
neering test flight of STO was from Ft. Sum-
ner, NM on October 15, 2009. The ~30 day 
science flight is scheduled for December 
2011. 
 
 
G- Cost & Cost Estimating Methodology  
The OCAM Project cost is summarized in the 
table below. See Cost Table B-3 and the 
detailed budgets for details.  

 
The OCAM Project budget was developed 
with signed-off inputs from each participating 
organization. The costing methodology used 
by each organization is summarized in the ta-
ble below.  

The UA project and instrument budgets 
were prepared using a grass-roots method with 
analogy to similar instruments such as the 
STO Balloon Flight instrument with adjust-
ments for the OCAM requirements. The UA 

instrument budget incorporates the signed-off 
costs from all participating organizations as 
identified in the accompanying table. The UA 
project and instrument budgets utilize the cer-
tified forward pricing rates of the UA. The 
application of the rates to personnel and mate-
rial costs has been reviewed and approved by 
the UA administration. 

SRON, MIT, and CalTech prepared 
signed-off detector element estimates based on 
similar, previous efforts.  Omnisys submitted 
signed-off costs based on the OCAM require-
ments and previous experience. Science team 
budgets were prepared based on the assigned 
roles and responsibilities for each activity.   
 
G-1 UA Cost & Cost Estimating Methodol-
ogy 
The UA budget includes all OCAM costs in-
cluding UA-specific costs, direct funded or-
ganizations, hardware-providing subcontrac-
tors, and science team members. The UA-
specific costs for the OCAM project organiza-
tion and instrument was developed by grass-
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roots and analogy to other missions, specifi-
cally the STO mission. A budget is developed 
by WBS (see Fig. H-1), fiscal year, and mis-
sion phase detailing the costs for personnel, 
equipment, travel, capital, and fabricated 
equipment. Personnel requirements are based 
on OCAM project plan and past experience of 
the STO project, taking into account the ex-
perience of the personnel assigned to the 
OCAM project, to establish the management, 
engineering, and technician funding require-
ments. Operations costs for personnel support 
are calculated from prorated actuals from 
other, similar programs. These costs are for 
computer support and research supplies. 
Travel costs are estimated by counting the 
number of trips, traveling personnel and days 
for each destination by fiscal year by using 
current prices (for FY112 calculations to be 
escalated with NASA-approved inflation fac-
tors for real year dollars). Direct-funded and 
subcontracted organizations have prepared 
their own organizationally signed-off budgets. 
There is no UA overhead charge against di-
rect-funded costs; subcontracted costs include 
overhead charged against the first $25K of 
each award. Capital fabricated equipment have 
been identified and priced. UA indirect costs 
apply to total personnel costs, operations 
costs, and fabricated equipment costs plus 
subcontracts as described above. 
 
G-2 Cost Risk 
Cost reserves were allocated as a function of 
uncertainty and risk. Cost uncertainty has two 
primary sources: cost estimating uncertainty 
and cost growth due to unforeseen technical 
difficulties.  

The cost reserve for OCAM (real year) is 
$1.757M. This represents a conservative ap-
proach of  25% reserve for the entire project.  
 
G-3 Small Business Participation 
The OCAM team at the UA and its subcon-
tractors have established a contracting plan to 
include small and disadvantaged businesses in 

its procurement activities, which is consistent 
with the overall NASA objective, FAR 
52.219-9, and the laws of the State of Arizona. 
The Arizona Board of Regents has established 
a Master Subcontracting Plan that includes a 
Manager of the UA Small Business Supplier 
Diversity Program, Mr. Ernest Webster. Mr. 
Webster maintains qualified bidder lists of 
small, disadvantaged businesses These busi-
nesses are routinely included in appropriate 
solicitations. He also reviews all procurements 
from the UA for compliance with UA pro-
curement practices relating to fairness in so-
licitations and awards. 

The UA OCAM Team will make solicita-
tions through the UA Procurement Office for 
hardware and software services to small, dis-
advantaged business that will result in com-
petitive awards. Candidate tasks for small dis-
advantaged businesses include machining and 
qualifying custom mechanical parts, perform-
ing test and verification for specialized activi-
ties, performing thermal analysis, performing 
structural analysis, participating in the overall 
instrument suite qualification process. 
In Phase A, limited SB/SDB/WOSB subcon-
tracting possibilities have been identified for 
thermal analysis consulting. OCAM will seek 
to achieve the goals of small/disadvantaged 
business contracting in Phase A by: (1) ag-
gressively pursuing project opportunities and 
(2) purchasing goods and services using UA 
institutional subcontracts with SBs/SDBs/ 
WOSBs (e.g., office supplies and temporary 
technical support). 
 
G-4 Basis of Estimate Details 
Detailed budgets attached. 
 



OCAM   

 

FIGURE H-1: WBS AND WBS 

DICTIONARY 

OCAM

PM 1.0

SE 2.0

Sci & 
Tech 3.0

Payload 
4.0

S/C 
(NASA) 

5.0

Mission 
Opns 6.0

Launch 
Services 7.0

Ground 
Systems 8.0

Int & Test 
9.0

E/PO 
10.0

University of Arizona

SOFIA

Not Applicable

PM 4.1
SE 4.2
SMA 4.3
HW 4.4
SW 4.5
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